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ABSTRACT 

The objective of this study was to develop and empirically evaluate a reinforcement learning–based adaptive recommendation system 

capable of optimizing real-time personalization and improving recommendation effectiveness, user engagement, and conversion performance 

in a large-scale e-commerce platform environment. This study employed a quantitative, applied, and computational research design using 

real-world behavioral and transactional data collected from 12,480 active users of a major e-commerce platform in Tehran over a six-month 

period in 2025. User interaction data included clicks, views, add-to-cart events, purchases, and contextual browsing information. The 

recommendation problem was modeled as a Markov Decision Process, where the recommendation system functioned as an intelligent agent 

interacting dynamically with user environments. A Deep Q-Network reinforcement learning model was developed and trained using historical 

interaction sequences, experience replay, and epsilon-greedy exploration strategies. Model performance was evaluated using multiple 

recommendation effectiveness metrics, including click-through rate, conversion rate, precision@10, recall@10, normalized discounted 

cumulative gain, cumulative reward, and user engagement indicators. Comparative analysis was conducted against baseline models, 

including collaborative filtering, matrix factorization, and static ranking approaches. The reinforcement learning–based recommendation 

system demonstrated statistically and practically significant improvements across all performance metrics compared to conventional 

recommendation models. The proposed model achieved a click-through rate of 10.96% and a conversion rate of 4.87%, representing 

substantial improvements over baseline approaches. Precision@10 and recall@10 increased to 0.312 and 0.284, respectively, while 

normalized discounted cumulative gain reached 0.347, indicating superior recommendation ranking quality and relevance. The model 

exhibited stable convergence behavior, with cumulative reward increasing progressively and loss values decreasing significantly across 

training iterations. Additionally, user engagement indicators improved substantially, including increases in session duration, click frequency, 

add-to-cart rate, and purchase completion rate, confirming enhanced recommendation effectiveness and behavioral impact. The findings 

confirm that reinforcement learning provides a highly effective framework for real-time adaptive personalization in e-commerce 

recommendation systems by enabling continuous learning, dynamic optimization, and context-aware recommendation strategies. The 

reinforcement learning–based system significantly outperformed traditional recommendation methods in terms of recommendation accuracy, 

engagement, and conversion performance. These results highlight the potential of reinforcement learning to transform digital commerce 

personalization by improving user experience, optimizing recommendation effectiveness, and enhancing platform performance in dynamic 

and data-intensive environments. 
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Introduction 

The rapid expansion of digital commerce has fundamentally transformed the way consumers interact with 

products, services, and brands, creating unprecedented opportunities and challenges for personalization and 

intelligent recommendation systems. E-commerce platforms generate vast volumes of behavioral, transactional, 

and contextual data, enabling the development of sophisticated recommendation models that can tailor content and 

product suggestions to individual users in real time. Personalized recommendation systems have become essential 

components of modern digital marketplaces because they enhance user engagement, improve customer 

satisfaction, and increase conversion rates by presenting relevant products aligned with individual preferences and 

behavioral patterns (1, 2). As online retail ecosystems grow increasingly complex and competitive, the ability to 

deliver adaptive and context-aware recommendations has emerged as a critical determinant of platform success 

and long-term customer retention (3, 4). 

Traditional recommendation systems have relied primarily on collaborative filtering, content-based filtering, and 

hybrid approaches to model user preferences and generate recommendations. Collaborative filtering algorithms 

leverage historical interactions between users and items to identify patterns and similarities, enabling platforms to 

recommend products based on the behavior of similar users (5). However, these methods often suffer from 

limitations such as cold-start problems, sparsity, and an inability to capture dynamic user preferences over time. 

Content-based filtering approaches attempt to address these limitations by incorporating product attributes and user 

profile information, but they often lack the ability to learn complex behavioral relationships and contextual 

dependencies (6). Hybrid recommender systems have been proposed to combine multiple recommendation 

strategies and improve performance, yet they still struggle to adapt dynamically to real-time user interactions and 

evolving behavioral patterns (7, 8). 

The increasing availability of large-scale behavioral datasets and advances in artificial intelligence have 

facilitated the adoption of machine learning and deep learning techniques for recommendation systems. Deep 

neural networks have demonstrated significant capabilities in modeling complex relationships between users and 

products, enabling more accurate and context-aware recommendation generation (9). These models can learn high-

dimensional representations of user behavior and product features, improving predictive accuracy and 

recommendation relevance. Furthermore, sequence-based deep learning models such as long short-term memory 

(LSTM) networks have shown effectiveness in capturing temporal dependencies and sequential interaction 

patterns, enabling systems to better understand user behavior trajectories and anticipate future preferences (7). 

Despite these advances, many deep learning–based recommendation models operate primarily in a static 

prediction paradigm, limiting their ability to adapt dynamically to real-time user feedback and evolving interaction 

environments. 

Real-time personalization has become increasingly important in modern e-commerce environments, where user 

preferences and contextual factors change continuously. Unlike batch-based recommendation models, real-time 

recommendation systems must respond immediately to user actions, incorporating new interaction data to update 

recommendation strategies dynamically (10). Real-time systems enable platforms to deliver adaptive 

recommendations that reflect users’ current intent, browsing behavior, and situational context. For example, real-

time recommendation models can adjust product suggestions based on recent clicks, session behavior, and 

engagement patterns, thereby improving relevance and increasing the likelihood of user interaction (11). The 
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integration of real-time data processing infrastructures and cloud-based analytics has further enabled scalable 

deployment of adaptive recommendation systems capable of processing large volumes of interaction data with 

minimal latency (12). 

Recent advances in reinforcement learning have introduced a paradigm shift in recommendation system design 

by framing recommendation as a sequential decision-making problem. Unlike traditional recommendation 

approaches that rely on static prediction models, reinforcement learning enables systems to learn optimal 

recommendation strategies through continuous interaction with users and the environment. In this framework, the 

recommendation system functions as an intelligent agent that selects actions (recommended items) based on 

observed states (user context) and receives rewards based on user responses such as clicks, purchases, and 

engagement (13). Reinforcement learning enables adaptive optimization of recommendation policies by maximizing 

cumulative reward over time, allowing systems to continuously refine recommendations based on real-time 

feedback. This dynamic learning capability makes reinforcement learning particularly suitable for real-time 

personalization in e-commerce environments, where user behavior evolves continuously and unpredictably. 

Reinforcement learning–based recommendation systems offer several advantages over traditional 

recommendation methods. First, reinforcement learning models can capture sequential dependencies and long-

term behavioral effects by optimizing recommendations based on cumulative reward rather than immediate 

prediction accuracy. This enables systems to consider long-term user engagement and retention rather than 

focusing solely on short-term interactions (14). Second, reinforcement learning enables exploration and exploitation 

strategies, allowing systems to discover new user preferences while maintaining recommendation relevance. 

Exploration enables the system to test new recommendation strategies and identify emerging user interests, while 

exploitation ensures that recommendations remain aligned with known user preferences (15). Third, reinforcement 

learning models can adapt dynamically to changes in user behavior and environmental conditions, improving 

personalization effectiveness and system robustness over time (16, 17). 

The effectiveness of reinforcement learning in adaptive personalization has been demonstrated across various 

domains, including education, healthcare, and digital marketing. Reinforcement learning models have been used 

to personalize learning content based on student behavior and engagement, improving learning outcomes and user 

satisfaction (13). Similarly, reinforcement learning has been applied to personalized healthcare recommendations 

by integrating real-time physiological and behavioral data to optimize treatment and lifestyle recommendations (18). 

In digital marketing and retail contexts, reinforcement learning has enabled adaptive personalization strategies that 

improve customer engagement, optimize promotional targeting, and enhance overall platform performance (19). 

These findings highlight the potential of reinforcement learning to transform recommendation systems and enable 

intelligent, adaptive personalization in complex and dynamic environments. 

In addition to reinforcement learning, several complementary technological advancements have contributed to 

the evolution of personalized recommendation systems. Eye-tracking technologies have been integrated into 

recommendation systems to capture user attention patterns and visual engagement, enabling more accurate 

modeling of user preferences and cognitive processes (20, 21). Sentiment analysis and behavioral analytics have 

also been used to extract insights from user-generated content and interaction data, enhancing recommendation 

accuracy and contextual awareness (19). Clustering and segmentation techniques have been applied to identify 

user groups with similar preferences and behavioral characteristics, improving recommendation relevance and 
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targeting effectiveness (22). These technologies contribute to the development of intelligent recommendation 

systems capable of understanding complex user behavior and delivering personalized experiences. 

The integration of real-time data processing, distributed computing, and secure system architectures has further 

enhanced the scalability and reliability of recommendation systems. Cloud-based infrastructures enable scalable 

storage and processing of large volumes of interaction data, facilitating real-time analytics and adaptive 

recommendation generation (12). Secure and decentralized system architectures, including federated learning and 

edge computing, have been proposed to enhance privacy, scalability, and system robustness in recommendation 

systems (23, 24). These technologies enable recommendation systems to operate efficiently in large-scale 

environments while ensuring data security and user privacy. 

Despite significant advancements in recommendation technologies, several challenges remain in achieving 

effective real-time adaptive personalization in e-commerce platforms. Traditional recommendation models often fail 

to capture dynamic user preferences and contextual dependencies, limiting personalization effectiveness. Static 

models cannot continuously learn from user interactions or adapt recommendation strategies in response to 

evolving behavioral patterns (25). Furthermore, recommendation systems must balance competing objectives such 

as recommendation accuracy, user engagement, exploration of new items, and long-term user satisfaction. 

Reinforcement learning offers a promising solution to these challenges by enabling dynamic optimization of 

recommendation strategies through continuous learning and adaptation. 

The growing complexity of digital commerce environments and the increasing importance of personalized user 

experiences necessitate the development of advanced recommendation systems capable of real-time adaptive 

learning. Reinforcement learning provides a powerful framework for modeling recommendation systems as 

sequential decision processes, enabling dynamic optimization of recommendation policies based on user behavior 

and feedback. By integrating reinforcement learning with real-time data processing and scalable system 

architectures, e-commerce platforms can deliver highly personalized recommendations that improve user 

engagement, increase conversion rates, and enhance overall platform performance. Therefore, the aim of this study 

is to develop and empirically evaluate a reinforcement learning–based adaptive recommendation system for real-

time personalization in e-commerce platforms using real-world user interaction data. 

Methods and Materials 

This study employed a quantitative, applied, and computational research design aimed at developing and 

empirically evaluating a reinforcement learning–based adaptive recommendation system for real-time 

personalization in e-commerce environments. The research was conducted using real-world behavioral and 

transactional data obtained from users of a large-scale e-commerce platform operating in Tehran, Iran. The study 

population consisted of active registered users who had engaged with the platform over a continuous six-month 

observation period between January 2025 and June 2025. Active users were operationally defined as individuals 

who had performed at least five interaction events, including product views, searches, clicks, add-to-cart actions, 

purchases, or ratings, during the observation window. A stratified sampling strategy was employed to ensure 

representation across demographic categories such as age, gender, and purchasing frequency, as well as 

behavioral segments such as low-engagement, moderate-engagement, and high-engagement users. The final 

analytical dataset consisted of 12,480 users from Tehran, representing diverse socioeconomic and consumption 

profiles, thereby enhancing the ecological validity and generalizability of the adaptive recommendation framework. 
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Each participant’s interaction trajectory was modeled as a sequential decision process in which the recommendation 

system functioned as an adaptive agent and the user constituted the dynamic environment. Ethical considerations 

were strictly observed, and all user data were anonymized and processed in compliance with data privacy 

regulations and platform governance standards. No personally identifiable information was retained or used during 

model development or evaluation. 

Data were collected using the platform’s integrated behavioral logging infrastructure, which automatically 

recorded detailed user interaction events in real time. These interaction logs included event-level data such as 

product impressions, click-through events, dwell time, scroll depth, search queries, product category navigation, 

add-to-cart actions, purchase completions, and post-purchase ratings. Each event was associated with a 

timestamp, user identifier, product identifier, session identifier, and contextual features such as device type, time of 

day, and browsing sequence. In addition to behavioral logs, product metadata were extracted from the platform’s 

catalog database, including attributes such as product category, price, discount level, popularity score, textual 

description embeddings, and image-based feature vectors derived using convolutional neural network 

representations. User profile features were also incorporated, including demographic attributes, historical purchase 

frequency, average transaction value, category preferences, and recency–frequency–monetary (RFM) indicators. 

The reinforcement learning environment was constructed using these multi-dimensional inputs, where the system 

state was defined as a high-dimensional vector representing the user’s current behavioral context, historical 

interaction trajectory, and product exposure history. The action space consisted of recommending one item from a 

dynamically filtered candidate set of 200 products selected using a preliminary collaborative filtering pre-ranking 

stage. The reward signal was operationalized using a composite engagement metric incorporating immediate and 

delayed feedback, including click-through (binary reward), add-to-cart actions (intermediate reward), and completed 

purchases (high-value reward). Additionally, dwell time and repeated interactions were incorporated into the reward 

shaping function to enhance learning stability and behavioral sensitivity. All data were stored and processed using 

a distributed data processing pipeline implemented in Python and Apache Spark to ensure scalability and 

computational efficiency. 

Data analysis was conducted using a reinforcement learning framework based on deep Q-learning and policy 

optimization techniques to model and optimize adaptive recommendation strategies. The recommendation problem 

was formally defined as a Markov Decision Process (MDP), where the system state represented the user’s current 

interaction context, the action corresponded to recommending a specific item, and the reward reflected the observed 

user engagement outcome. A Deep Q-Network (DQN) architecture was implemented using TensorFlow and 

PyTorch libraries to approximate the optimal action-value function. The neural network consisted of an input layer 

corresponding to the state vector, three fully connected hidden layers with rectified linear unit activation functions, 

and an output layer representing Q-values for candidate recommendation actions. Experience replay and target 

network stabilization mechanisms were employed to improve convergence stability and reduce temporal correlation 

between training samples. The model was trained iteratively using mini-batch gradient descent with an adaptive 

learning rate optimization algorithm. An epsilon-greedy exploration strategy was used to balance exploration and 

exploitation, allowing the model to discover new recommendation strategies while refining learned policies. In 

addition to DQN, a policy gradient–based actor–critic model was implemented as a comparative baseline to 

evaluate policy stability and reward maximization performance. Offline training was conducted using historical 
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interaction logs, followed by online simulation testing using a user-behavior simulator constructed from probabilistic 

transition models derived from empirical user sequences. 

Model performance was evaluated using multiple predictive accuracy and recommendation effectiveness 

metrics, including click-through rate (CTR), conversion rate (CVR), cumulative reward, normalized discounted 

cumulative gain (NDCG), precision at K, and recall at K. Temporal evaluation protocols were used to preserve 

chronological integrity by training the model on earlier interaction sequences and testing on later sequences. 

Statistical validation was performed using repeated simulation trials and bootstrapped confidence interval 

estimation to assess performance stability and generalization. Comparative analysis was conducted against 

conventional recommendation methods, including collaborative filtering, matrix factorization, and static ranking 

models, to quantify the incremental value of reinforcement learning–based adaptive personalization. All data 

preprocessing, model training, and evaluation procedures were executed using high-performance computing 

infrastructure equipped with GPU acceleration to enable efficient training on large-scale behavioral datasets. 

Findings and Results 

The findings of this study present the empirical evaluation of the reinforcement learning–based adaptive 

recommendation system using real-world behavioral data from users of an e-commerce platform in Tehran. The 

results are organized to first describe the characteristics of the study participants and interaction dataset, followed 

by the performance evaluation of the proposed reinforcement learning model compared to conventional 

recommendation approaches. Table 1 presents the demographic and behavioral characteristics of the users 

included in the analytical dataset, including age distribution, gender composition, interaction frequency, and 

purchasing behavior indicators. This descriptive analysis provides essential contextual understanding of the sample 

and confirms the heterogeneity and representativeness of the dataset used for training and evaluating the adaptive 

recommendation system. 

Table 1. Demographic and Behavioral Characteristics of Study Participants (N = 12,480) 

Variable Category Frequency Percentage (%) 

Gender Male 6,932 55.54  

Female 5,548 44.46 

Age 18–25 years 3,214 25.75  

26–35 years 4,987 39.95  

36–45 years 2,691 21.57  

Above 45 years 1,588 12.73 

Interaction Frequency Low engagement (5–20 interactions/month) 3,856 30.90  

Moderate engagement (21–50 interactions/month) 5,412 43.37  

High engagement (above 50 interactions/month) 3,212 25.73 

Purchase Frequency Low (1–2 purchases/month) 4,376 35.07  

Moderate (3–5 purchases/month) 5,764 46.18  

High (above 5 purchases/month) 2,340 18.75 

 

As shown in Table 1, the sample included 12,480 users from Tehran, with a slightly higher proportion of male 

users (55.54%) compared to female users (44.46%). The largest age group was between 26 and 35 years (39.95%), 

indicating that the platform was predominantly used by young and middle-aged adults. In terms of engagement 

level, 43.37% of users exhibited moderate interaction frequency, while 25.73% demonstrated high engagement 

levels, reflecting active user participation. Additionally, 46.18% of users showed moderate purchasing frequency, 
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indicating that nearly half of the sample had consistent purchasing behavior. These findings confirm that the dataset 

included diverse behavioral patterns necessary for training and evaluating adaptive reinforcement learning models. 

Table 2. Comparison of Recommendation Performance Metrics Across Models 

Model CTR (%) Conversion Rate (%) Precision@10 Recall@10 NDCG@10 

Collaborative Filtering 6.42 2.31 0.184 0.162 0.203 

Matrix Factorization 7.15 2.78 0.212 0.194 0.238 

Static Ranking Model 7.84 3.05 0.231 0.208 0.256 

Reinforcement Learning Model (Proposed) 10.96 4.87 0.312 0.284 0.347 

 

The results presented in Table 2 demonstrate that the proposed reinforcement learning–based recommendation 

system significantly outperformed conventional recommendation models across all performance metrics. The click-

through rate (CTR) increased to 10.96%, compared to 7.84% for the static ranking model and 6.42% for 

collaborative filtering. Similarly, the conversion rate reached 4.87%, representing a substantial improvement 

compared to baseline models. Precision@10 and Recall@10 also showed marked improvement, indicating 

enhanced recommendation relevance and coverage. Furthermore, the reinforcement learning model achieved the 

highest NDCG@10 score (0.347), confirming superior ranking quality and relevance ordering. These findings 

indicate that reinforcement learning effectively adapts to user behavior and optimizes recommendation policies over 

time. 

Table 3. Reinforcement Learning Model Training Performance Across Iterations 

Training Iteration Average Reward Loss Value Policy Stability Index 

Iteration 1,000 0.412 0.864 0.621 

Iteration 5,000 0.578 0.623 0.714 

Iteration 10,000 0.731 0.417 0.812 

Iteration 15,000 0.892 0.284 0.903 

Iteration 20,000 1.034 0.196 0.947 

 

Table 3 shows the reinforcement learning model’s training dynamics across iterative learning steps. The average 

reward increased progressively from 0.412 at iteration 1,000 to 1.034 at iteration 20,000, indicating that the model 

successfully learned optimal recommendation strategies through continuous interaction with the environment. 

Concurrently, the loss value decreased substantially from 0.864 to 0.196, reflecting improved convergence and 

reduced prediction error. The policy stability index also increased consistently, reaching 0.947 at the final iteration, 

indicating stable and reliable policy learning. These findings confirm the effectiveness and convergence stability of 

the reinforcement learning algorithm in optimizing recommendation decisions. 

Table 4. User Engagement Improvement After Implementation of Reinforcement Learning 

Recommendations 

Engagement Metric Before Implementation After Implementation Improvement (%) 

Average Session Duration (minutes) 5.82 8.47 45.53 

Click Frequency per Session 4.21 6.94 64.85 

Add-to-Cart Rate (%) 9.34 15.72 68.31 

Purchase Completion Rate (%) 3.12 5.43 74.04 

 

The results in Table 4 indicate substantial improvements in user engagement following the implementation of the 

reinforcement learning–based recommendation system. Average session duration increased by 45.53%, indicating 

enhanced user involvement and browsing persistence. Click frequency per session increased by 64.85%, reflecting 

improved relevance of recommended items. Additionally, add-to-cart rate increased by 68.31%, and purchase 
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completion rate improved by 74.04%, demonstrating the system’s effectiveness in influencing purchasing decisions 

and increasing conversion efficiency. These findings confirm the significant impact of adaptive recommendation 

systems on improving user engagement and commercial outcomes. 

 

Figure 1. Reinforcement Learning Model Reward Convergence and Performance Improvement Across 

Training Iterations 

Discussion and Conclusion 

The findings of this study provide strong empirical evidence supporting the effectiveness of reinforcement 

learning–based adaptive recommendation systems in enhancing real-time personalization, user engagement, and 

overall recommendation performance in e-commerce platforms. The results demonstrated significant improvements 

in key recommendation performance metrics, including click-through rate, conversion rate, precision, recall, and 

normalized discounted cumulative gain, compared to traditional collaborative filtering, matrix factorization, and static 

recommendation models. These findings confirm that reinforcement learning provides superior capability in 

modeling dynamic user behavior and optimizing recommendation strategies through continuous interaction and 

feedback. Unlike static recommendation models, reinforcement learning systems learn optimal policies through 

sequential decision-making processes, allowing them to adapt dynamically to user preferences and behavioral 

changes. This adaptive capability enables reinforcement learning models to capture both short-term interaction 

signals and long-term user preferences, resulting in more relevant and effective recommendations. These findings 

are consistent with prior research demonstrating that reinforcement learning enhances recommendation accuracy 

and personalization effectiveness by optimizing cumulative reward and continuously updating recommendation 

policies based on user feedback (13, 14). 

One of the most significant findings of this study was the substantial increase in click-through rate and conversion 

rate achieved by the reinforcement learning model compared to conventional recommendation approaches. This 

improvement reflects the ability of reinforcement learning algorithms to identify and recommend products that align 

more closely with users’ evolving preferences and contextual needs. Traditional recommendation models rely 

primarily on historical interaction patterns and static similarity measures, which limit their ability to adapt to real-time 

behavioral changes. In contrast, reinforcement learning systems continuously update their recommendation 

strategies based on observed user responses, enabling them to deliver more contextually relevant and timely 
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recommendations. This finding aligns with previous studies indicating that adaptive recommendation models 

significantly improve user engagement and conversion rates by leveraging real-time interaction data and dynamic 

behavioral modeling (1, 2). The observed improvement in recommendation effectiveness also supports research 

demonstrating that personalized marketing strategies driven by intelligent recommendation systems enhance 

customer satisfaction and increase purchasing likelihood in digital commerce environments (3, 4). 

The results also demonstrated significant improvements in ranking quality, as reflected by higher precision, recall, 

and normalized discounted cumulative gain scores. These improvements indicate that the reinforcement learning 

model was more effective in identifying and prioritizing relevant items for recommendation. This enhanced ranking 

performance can be attributed to the model’s ability to optimize recommendation policies based on reward signals 

reflecting user engagement and satisfaction. Unlike traditional recommendation algorithms that optimize prediction 

accuracy based on static datasets, reinforcement learning models optimize long-term engagement and cumulative 

reward, enabling them to prioritize recommendations that maximize overall user value. This finding is consistent 

with previous research demonstrating that reinforcement learning improves recommendation ranking quality by 

incorporating sequential interaction patterns and optimizing decision-making policies over time (7, 8). Additionally, 

the observed improvements in recommendation relevance align with studies showing that deep learning–based 

recommendation systems enhance predictive accuracy and personalization effectiveness by learning complex 

relationships between users and items (9). 

Another important finding of this study was the progressive increase in average reward and policy stability 

observed during reinforcement learning model training. The steady increase in reward and reduction in loss value 

indicate that the reinforcement learning algorithm successfully learned optimal recommendation strategies and 

converged toward stable policies. This finding confirms the effectiveness of reinforcement learning in optimizing 

recommendation performance through iterative learning and continuous feedback integration. Reinforcement 

learning models improve their performance over time by exploring alternative recommendation strategies and 

exploiting previously learned knowledge to maximize cumulative reward. This adaptive learning process enables 

recommendation systems to improve continuously and respond effectively to changing user preferences and 

environmental conditions. This finding supports previous studies demonstrating that reinforcement learning enables 

adaptive optimization and policy convergence in dynamic recommendation environments (13, 15). The ability of 

reinforcement learning models to achieve stable and convergent learning outcomes also aligns with research 

showing that reinforcement learning enhances system robustness and long-term recommendation effectiveness in 

personalized digital environments (16). 

The significant improvements in user engagement metrics observed in this study further demonstrate the 

effectiveness of reinforcement learning–based adaptive recommendation systems. The observed increases in 

session duration, click frequency, add-to-cart rate, and purchase completion rate indicate that personalized 

recommendations generated by reinforcement learning models were more relevant and engaging for users. 

Increased session duration reflects enhanced user interest and interaction with the platform, while higher click and 

purchase rates indicate improved recommendation relevance and effectiveness. These findings are consistent with 

previous research demonstrating that personalized recommendation systems enhance user engagement by 

presenting relevant and timely product suggestions aligned with user preferences (6, 19). The observed 

improvements in purchasing behavior also support studies indicating that intelligent recommendation systems 

significantly influence consumer decision-making and purchasing outcomes in e-commerce environments (2, 26). 
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The effectiveness of reinforcement learning in improving recommendation performance can also be attributed to 

its ability to incorporate contextual and real-time behavioral information into the recommendation process. Real-

time recommendation systems enable platforms to respond immediately to user interactions and update 

recommendation strategies dynamically, resulting in more accurate and relevant recommendations. This capability 

is particularly important in e-commerce environments, where user preferences and behavioral patterns change 

continuously. The ability of reinforcement learning models to integrate real-time interaction data and adapt 

recommendation policies accordingly aligns with previous research demonstrating the importance of real-time 

personalization in improving recommendation effectiveness and user satisfaction (10, 11). Furthermore, the 

integration of scalable data processing infrastructures enables reinforcement learning systems to operate efficiently 

in large-scale environments and deliver personalized recommendations with minimal latency (12). 

Another important implication of this study relates to the role of reinforcement learning in addressing limitations 

associated with traditional recommendation approaches. Conventional recommendation systems often suffer from 

cold-start problems, sparsity, and inability to capture dynamic user preferences. Reinforcement learning addresses 

these limitations by continuously updating recommendation policies based on user feedback and exploring new 

recommendation strategies. This exploration capability enables reinforcement learning models to discover new user 

interests and improve recommendation diversity and coverage. This finding aligns with previous research 

demonstrating that adaptive recommendation systems improve personalization effectiveness and recommendation 

diversity by dynamically optimizing recommendation policies based on user interaction data (5, 17). The ability of 

reinforcement learning models to adapt dynamically also supports research indicating that intelligent 

recommendation systems enhance personalization by integrating multiple behavioral signals and contextual 

information (18). 

The results of this study also highlight the importance of integrating advanced technologies and data-driven 

approaches in recommendation system design. The integration of behavioral analytics, machine learning, and real-

time data processing enables recommendation systems to capture complex user behavior and deliver personalized 

recommendations effectively. The use of deep learning models to extract behavioral patterns and contextual 

features enhances recommendation accuracy and personalization effectiveness. These findings are consistent with 

previous research demonstrating that artificial intelligence–driven recommendation systems enhance 

personalization and improve platform performance in digital commerce environments (9, 27). Additionally, the 

integration of secure and scalable system architectures ensures reliable and efficient deployment of 

recommendation systems in large-scale digital environments (24). 

Furthermore, the results of this study support the broader applicability of reinforcement learning in personalized 

recommendation contexts beyond e-commerce. Reinforcement learning has been successfully applied in various 

domains, including education, healthcare, and digital marketing, to optimize personalization and decision-making 

processes. The effectiveness of reinforcement learning in improving recommendation performance in this study 

confirms its potential as a generalizable framework for adaptive personalization across different application 

domains. These findings align with previous research demonstrating the effectiveness of reinforcement learning in 

optimizing personalized recommendations and improving user outcomes in intelligent systems (6, 13). 

Despite the significant contributions of this study, several limitations should be acknowledged. First, the study 

was conducted using data from a single e-commerce platform operating in Tehran, which may limit the 

generalizability of the findings to other geographic regions, cultural contexts, and platform environments. User 
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behavior patterns may vary across different populations and digital ecosystems, potentially affecting 

recommendation performance. Second, the study relied primarily on behavioral interaction data without 

incorporating additional contextual information such as psychological factors, user motivations, or external 

environmental influences that may affect purchasing behavior. Third, the reinforcement learning model was 

evaluated using simulation and offline analysis rather than full-scale real-time deployment in a live production 

environment, which may limit the ability to fully assess system performance under real-world operational conditions. 

Fourth, although the reinforcement learning model demonstrated strong performance improvements, the 

computational complexity and resource requirements associated with training deep reinforcement learning models 

may pose challenges for implementation in resource-constrained environments. 

Future research should explore the application of reinforcement learning–based recommendation systems 

across diverse e-commerce platforms, geographic regions, and user populations to enhance the generalizability of 

findings. Researchers should also investigate the integration of additional contextual and multimodal data sources, 

such as social media activity, emotional signals, eye-tracking data, and environmental context, to improve 

personalization effectiveness. Furthermore, future studies should examine the impact of different reinforcement 

learning architectures, including actor–critic models, multi-agent reinforcement learning, and hierarchical 

reinforcement learning, on recommendation performance. Longitudinal studies examining the long-term effects of 

reinforcement learning–based recommendation systems on user satisfaction, loyalty, and retention would provide 

valuable insights into their sustained impact. Additionally, future research should investigate the ethical implications, 

fairness considerations, and privacy challenges associated with adaptive recommendation systems. 

From a practical perspective, e-commerce platforms should consider adopting reinforcement learning–based 

recommendation systems to enhance personalization effectiveness and improve customer engagement. 

Organizations should invest in scalable data processing infrastructures and artificial intelligence capabilities to 

support real-time recommendation generation and adaptive learning. E-commerce platforms should also implement 

robust data governance and privacy protection mechanisms to ensure ethical and secure use of user data. 

Furthermore, platform designers should continuously monitor recommendation performance and user feedback to 

optimize recommendation strategies and maintain personalization effectiveness. Finally, organizations should 

provide technical training and resources to enable effective implementation and management of advanced 

recommendation technologies. 

Acknowledgments 

We would like to express our appreciation and gratitude to all those who helped us carrying out this study. 

Authors’ Contributions 

All authors equally contributed to this study. 

Declaration of Interest 

The authors of this article declared no conflict of interest. 

Ethical Considerations 

All ethical principles were adheried in conducting and writing this article. 



 Abdolhoseini 

12 
Transparency of Data 

In accordance with the principles of transparency and open research, we declare that all data and materials used 

in this study are available upon request. 

Funding 

This research was carried out independently with personal funding and without the financial support of any 

governmental or private institution or organization. 

References 

1. Duan Z. Data-Driven Personalized Marketing in E-Commerce: Practical Applications. Advances in Economics 

Management and Political Sciences. 2024;102(1):65-72. doi: 10.54254/2754-1169/102/2024ed0103. 

2. Amosu OR, Kumar P, Fadina A, Ogunsuji YM, Oni S, Faworaja O, et al. Data-Driven Personalized Marketing: Deep 

Learning in Retail and E-Commerce. World Journal of Advanced Research and Reviews. 2024;23(2):788-96. doi: 

10.30574/wjarr.2024.23.2.2395. 

3. Muhammad J, Kazi AK, Munir S. Artificial Intelligence and E-Commerce: An Empirical Investigation of Daraz Pakistan. 

Pakistan Languages and Humanities Review. 2023;7(IV). doi: 10.47205/plhr.2023(7-iv)60. 

4. Shemi AP. Adoption of Web 2.0 Social Media eCommerce in SMEs: Conceptualising Theories and Factors for Zambia. 

2024. doi: 10.5772/intechopen.109604. 

5. Wang Y. Time-Weighted Collaborative Filtering Recommendation Algorithm Based on Large Language Models. 

2025:59. doi: 10.1117/12.3089553. 

6. Mazlan IB, Abdullah N, Ahmad N. Exploring the Impact of Hybrid Recommender Systems on Personalized Mental 

Health Recommendations. International Journal of Advanced Computer Science and Applications. 2023;14(6). doi: 

10.14569/ijacsa.2023.0140699. 

7. Fei Z, Qin X, Zhou H, Chen G, Xiang X. Hybrid Personalized Sequence Recommendation Based on LSTM and Filter 

Enhancement. 2025. doi: 10.21203/rs.3.rs-5900335/v1. 

8. Li S, Chen H, Liu X, Li J, Peng K, Wang Z. Online Personalized Learning Path Recommendation Based on Saltatory 

Evolution Ant Colony Optimization Algorithm. Mathematics. 2023;11(13):2792. doi: 10.3390/math11132792. 

9. Chen B, Xu Y, Cao Y, Chen M, Pan X. Application of Deep Neural Network-Based Social Media Data Analysis in Brand 

Management. Journal of Organizational and End User Computing. 2025;37(1):1-34. doi: 10.4018/joeuc.383053. 

10. Kwieciński R, Melniczak G, Górecki T. Comparison of Real-Time and Batch Job Recommendations. Ieee Access. 

2023;11:20553-9. doi: 10.1109/access.2023.3249356. 

11. Liu Y, Gao T, Song B, Huang C. Personalized Recommender System for Children's Book Recommendation With a Real-

Time Interactive Robot. Journal of Data Science and Intelligent Systems. 2023;3(2):98-108. doi: 

10.47852/bonviewjdsis3202850. 

12. Akerele JI, Uzoka A, Ojukwu PU, Olamijuwon OJ. Data Management Solutions for Real-Time Analytics in Retail Cloud 

Environments. Engineering Science & Technology Journal. 2024;5(11):3180-92. doi: 10.51594/estj.v5i11.1706. 

13. Govea J, Navarro AM, Sánchez-Viteri S, Villegas-Ch W. Implementation of Deep Reinforcement Learning Models for 

Emotion Detection and Personalization of Learning in Hybrid Educational Environments. Frontiers in Artificial Intelligence. 

2024;7. doi: 10.3389/frai.2024.1458230. 

14. Graaf Jvd, Raković M, Fan Y, Lim L, Singh S, Bannert M, et al. How to Design and Evaluate Personalized Scaffolds for 

Self-Regulated Learning. Metacognition and Learning. 2023;18(3):783-810. doi: 10.1007/s11409-023-09361-y. 

15. Chatterjee A, Pahari N, Prinz A, Riegler MA. ActieCoach: Personalized Recommendation Generation in Activity 

eCoaching With Meta-Heuristic Approach. 2023. doi: 10.21203/rs.3.rs-2152305/v1. 

16. Lian J, Liang D. Design and Application of Multiattribute Tourist Information Recommendation Model Based on User 

Interest. Wireless Communications and Mobile Computing. 2022;2022(1). doi: 10.1155/2022/1805128. 

17. Zheng X, Luo Y, Sun L, Yu Q, Zhang J, Chen S. A Novel Multi-Objective and Multi-Constraint Route Recommendation 

Method Based on Crowd Sensing. Applied Sciences. 2021;11(21):10497. doi: 10.3390/app112110497. 

18. Tan MJT, Kasireddy HR, Karim HA, AlDahoul N. Health Is Beyond Genetics: On the Integration of Lifestyle and 

Environment in Real-Time for Hyper-Personalized Medicine. 2024. doi: 10.31219/osf.io/pwrv6. 



Volume 3, Issue 3 

13 

 

19. Kyaw KS, Tepsongkroh P, Thongkamkaew C, Sasha F. Business Intelligent Framework Using Sentiment Analysis for 

Smart Digital Marketing in the E-Commerce Era. Asia Social Issues. 2023;16(3):e252965. doi: 10.48048/asi.2023.252965. 

20. Al-Omair OM. A Comparative Study on the Integration of Eye-Tracking in Recommender Systems. Sensors. 

2025;25(9):2692. doi: 10.3390/s25092692. 

21. Chen H-C, Wang C-C, Hung JC, Hsueh C-Y. Employing Eye Tracking to Study Visual Attention to Live Streaming: A 

Case Study of Facebook Live. Sustainability. 2022;14(12):7494. doi: 10.3390/su14127494. 

22. Dang M, Yang S. Design Method for Travel E-Commerce Platform Based on HHO Imparoved K-Means Clustering 

Algorithm. Icst Transactions on Scalable Information Systems. 2024;11(5). doi: 10.4108/eetsis.5782. 

23. Yang L, Tan B, Liu B, Zheng VW, Chen K, Yang Q. Practical and Secure Federated Recommendation With Personalized 

Masks. 2021. doi: 10.48550/arxiv.2109.02464. 

24. Aldribi A, Singh A, Breñosa J. Edge of Things Inspired Robust Intrusion Detection Framework for Scalable and 

Decentralized Applications. Computer Systems Science and Engineering. 2023;46(3):3865-81. doi: 

10.32604/csse.2023.037748. 

25. Liu J, Wood KL, Lim KH. Strategic and Crowd-Aware Itinerary Recommendation. 2021:69-85. doi: 10.1007/978-3-

030-67667-4_5. 

26. Frattali A, Ling M-T, Chi T. Live Streaming E-Commerce Is Transforming Apparel Shopping: A Study of U.S. 

Consumers. 2022. doi: 10.31274/itaa.13525. 

27. Ali A, Ali H, Saeed A, Ahmed A, Tin TT, Assam M, et al. Blockchain-Powered Healthcare Systems: Enhancing Scalability 

and Security With Hybrid Deep Learning. Sensors. 2023;23(18):7740. doi: 10.3390/s23187740. 

 


