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ABSTRACT 

The objective of this study is to propose an efficient framework for portfolio management that can optimize investment returns while effectively 

controlling risk under both normal and highly volatile market conditions. The primary focus is on improving the accuracy of asset return 

forecasting. In this research, a memory-instance-based gated Transformer model is employed to predict asset returns. Financial data from 

the Iranian capital market covering the period 2016 to 2024 were collected and, after preprocessing, cleaning, and feature extraction, were 

entered into the modeling process. The mean absolute error in the test period was 0.0068, and the root mean squared error was 0.0100; in 

cross-validation, these values exhibited a standard deviation of less than 0.0004, indicating the stability of the forecasts. The paired Wilcoxon 

test used to compare the proposed model with benchmark methods produced statistics exceeding the significance threshold (p = 0.005), 

demonstrating a statistically significant improvement in the performance of the proposed model. The robustness of the results across different 

temporal subsamples and the preservation of acceptable performance under turbulent market conditions indicate that this approach 

possesses strong generalizability and practical applicability. 

Keywords: Portfolio management, gated Transformer algorithm, memory instances. 

 

Introduction 

Portfolio management has long been recognized as one of the core decision-making domains in finance, where 

the central challenge lies in achieving an optimal trade-off between risk and return under conditions of uncertainty. 

Traditional portfolio theory, grounded in mean–variance optimization, assumes rational investors, stable return 

distributions, and normally distributed risks. However, decades of empirical evidence have shown that real-world 

financial markets deviate substantially from these assumptions, exhibiting nonlinearity, regime shifts, heavy-tailed 

distributions, and behavioral anomalies. As a result, portfolio management has gradually evolved from static 

optimization frameworks toward dynamic, adaptive, and data-driven approaches that are better suited to capturing 

the complexity of modern financial systems (1, 2). 
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One of the most influential developments in this evolution has been the integration of behavioral finance into 

portfolio decision-making. Behavioral portfolio management emphasizes the role of cognitive biases, emotions, and 

sentiment in shaping investor behavior and asset prices, thereby challenging the assumption of fully rational agents 

(2, 3). Empirical studies have shown that investor sentiment, herding behavior, and loss aversion can significantly 

affect return dynamics, volatility clustering, and correlation structures, particularly in emerging markets where 

informational inefficiencies are more pronounced (4). These findings underscore the need for portfolio management 

frameworks that are capable of learning from historical patterns while remaining robust to behavioral distortions and 

market regime changes. 

In parallel with behavioral perspectives, advances in computational finance and artificial intelligence have 

fundamentally reshaped the methodological landscape of portfolio management. Machine learning (ML) techniques, 

by relaxing strong distributional assumptions and enabling nonlinear function approximation, have demonstrated 

substantial potential in forecasting asset returns, volatility, and systemic risk indicators (5, 6). Early applications 

relied primarily on shallow learning models, such as support vector machines and tree-based algorithms, but the 

rapid development of deep learning architectures has enabled more sophisticated modeling of temporal 

dependencies and high-dimensional financial data (7). 

Among these developments, reinforcement learning has emerged as a prominent paradigm for sequential 

portfolio decision-making, where agents learn optimal asset allocation strategies through interaction with a 

stochastic environment (8, 9). While reinforcement learning models offer conceptual appeal, their practical 

implementation often faces challenges related to sample inefficiency, instability, and sensitivity to hyperparameter 

choices, particularly in volatile financial markets. Consequently, supervised and hybrid learning approaches have 

gained renewed attention as more stable alternatives for return prediction and risk-aware portfolio construction (5). 

Time-series forecasting remains a critical component of these approaches, as the quality of portfolio optimization 

is inherently dependent on the accuracy and reliability of predicted returns and risk measures. Recent studies have 

demonstrated that deep learning models explicitly designed for sequential data—such as recurrent neural networks, 

temporal convolutional networks, and attention-based architectures—outperform traditional econometric models in 

capturing nonlinear dynamics and regime-dependent behavior (10, 11). In particular, attention mechanisms enable 

models to selectively focus on informative historical observations rather than treating all past data points uniformly, 

thereby improving interpretability and forecasting performance (12). 

The Transformer architecture represents a major breakthrough in this context. Originally developed for natural 

language processing, Transformers rely on self-attention mechanisms to model long-range dependencies without 

the limitations of recurrent structures. Recent financial applications have shown that Transformer-based models 

can effectively capture both short-term fluctuations and longer-term trends in asset prices and macro-financial 

indicators (6, 13). Nevertheless, standard Transformer architectures face challenges when applied directly to 

financial time series, including sensitivity to noise, overfitting in small samples, and limited capacity to retain 

persistent information across extended horizons. 

To address these limitations, hybrid and enhanced Transformer variants have been proposed, incorporating 

gating mechanisms, external memory modules, and robustness constraints. Gated architectures allow models to 

dynamically regulate information flow, thereby reducing the influence of transient noise while preserving structurally 

important signals. External memory mechanisms, in turn, enable selective storage and retrieval of salient historical 

patterns, which is particularly valuable in markets characterized by recurring shocks and regime transitions (14). 
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These architectural innovations align with empirical evidence suggesting that financial markets exhibit both short-

lived reactions and long-lasting structural effects that cannot be adequately captured by purely local temporal 

models. 

At the same time, portfolio management research has increasingly emphasized the importance of integrating 

predictive models with economically meaningful optimization constraints. Regulatory requirements, liquidity 

considerations, transaction costs, and sustainability objectives all impose practical limits on theoretically optimal 

portfolios (15, 16). Ignoring these constraints can lead to portfolios that are optimal in-sample but infeasible or 

unstable in real-world implementation. Consequently, modern portfolio frameworks seek to combine advanced 

forecasting techniques with multi-objective optimization that explicitly accounts for risk, return, and operational 

constraints. 

The relevance of these issues is particularly pronounced in emerging markets, where structural breaks, policy 

interventions, and informational frictions are more frequent. Empirical evidence from the Iranian capital market 

indicates that asset returns are characterized by non-normal distributions, volatility clustering, and sensitivity to 

macroeconomic shocks, making conventional linear models inadequate for reliable forecasting (4, 14). In such 

environments, adaptive learning models capable of capturing regime-dependent dynamics and preserving historical 

context are essential for effective portfolio management. 

Recent advances in explainable artificial intelligence further reinforce the importance of transparent and 

interpretable modeling approaches in finance. As regulatory scrutiny over algorithmic decision-making increases, 

portfolio managers and policymakers alike require models whose outputs can be understood and justified, rather 

than opaque black-box predictions (12, 17). Attention-based models offer a partial solution by providing insight into 

which historical periods and features drive forecasts, thereby enhancing trust and accountability in automated 

portfolio systems. 

Despite these advances, the literature still faces several unresolved challenges. First, many studies focus either 

on prediction accuracy or on portfolio optimization, without fully integrating the two components in a coherent 

framework. Second, existing Transformer-based models often lack mechanisms for selectively retaining 

economically significant historical information across market regimes. Third, empirical evidence comparing 

enhanced Transformer architectures with established benchmarks in real-world portfolio settings—particularly in 

emerging markets—remains limited (5, 11). Addressing these gaps requires a modeling approach that 

simultaneously improves forecasting robustness, controls sensitivity to noise, and enhances the economic 

relevance of portfolio decisions. 

Against this backdrop, the present study proposes a hybrid portfolio management framework based on a 

Memory-Instance-based Gated Transformer (MIGT) architecture. By combining self-attention with gated information 

flow and an external memory module, the proposed model is designed to capture both short-term market reactions 

and long-term structural dependencies, while selectively filtering noise. This approach is expected to enhance return 

prediction accuracy, stabilize portfolio optimization outcomes, and improve robustness across different market 

regimes, particularly in volatile and behaviorally driven financial environments. 

Accordingly, the aim of this study is to develop and empirically evaluate a memory-instance-based gated 

Transformer framework for portfolio management that improves asset return forecasting accuracy and supports 

robust risk–return optimization under dynamic market conditions. 
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Methods and Materials 

This study is quantitative and hybrid in nature, adopting an approach based on proposing a hybrid artificial 

intelligence model in which a memory-instance-based gated Transformer algorithm is used to predict asset returns. 

The statistical population of the study includes all tradable financial assets in the Iranian capital market (Tehran 

Stock Exchange equities, Iran Fara Bourse securities, investment funds, and other common financial instruments) 

over the period 2016 to 2024. Sampling was conducted purposively and in accordance with inclusion criteria 

(completeness of historical price and volume data, sufficient liquidity, and acceptable average daily trading volume) 

in order to select a representative and high-quality sample from various industries and market sectors. The research 

methodology is designed in two main stages: (1) collection and preprocessing of financial time-series data, and (2) 

design and implementation of a memory-instance-based gated Transformer model for extracting long-term patterns 

and accurately forecasting returns. This methodological framework is designed to achieve an optimal portfolio with 

maximum return and minimum risk and provides reproducibility and validation capability for other researchers. 

Dependent Variables 

Portfolio return is calculated as the weighted sum of the returns of the assets included in the portfolio over a 

specified time period. The computation is performed in Python using Tehran Stock Exchange price data obtained 

from TSETMC or Excel files exported from the CODAL system. 

(1) 

𝑅𝑝 =∑ 𝑤𝑖 ∙ 𝑅𝑖
𝑛

𝑖=1
 

where 𝑅𝑝denotes total portfolio return, 𝑤𝑖 is the weight of asset 𝑖in the portfolio, 𝑅𝑖 is the return of asset 𝑖, and 𝑛is 

the number of assets. Portfolio risk is measured as the variance of portfolio returns or by indices such as Value at 

Risk (VaR). The computation is conducted in Python using the covariance matrix of returns based on Equation (2). 

(2) 

𝜎𝑝
2 =∑ ∑ 𝑤𝑖𝑤𝑗𝜎𝑖𝑗

𝑛

𝑗=1

𝑛

𝑖=1

 

where 𝜎𝑝
2represents the variance of portfolio returns, 𝑤𝑖𝑤𝑗are the weights of assets 𝑖and 𝑗, and 𝜎𝑖𝑗 is the 

covariance between the returns of assets 𝑖and 𝑗, which is calculated according to Equation (3). 

(3) 

𝑉𝑎𝑅𝛼 = −[𝜇𝑝 + 𝑧𝛼𝜎𝑝] 

where 𝜇𝑝is the mean portfolio return, 𝜎𝑝is the standard deviation of portfolio returns, and 𝑧𝛼is the critical value of 

the normal distribution for confidence level 𝛼. This variable is estimated in Python. The Sharpe ratio measures the 

excess return of the portfolio over the risk-free rate per unit of risk (standard deviation of portfolio returns). The 

calculation is performed in Excel, with the risk-free rate obtained from Central Bank reports, based on Equation (4). 

(4) 

Sharpe Ratio =
𝑅𝑝 − 𝑅𝑓

𝜎𝑝
 

where 𝑅𝑝is portfolio return, 𝑅𝑓is the risk-free rate of return, and 𝜎𝑝is the standard deviation of portfolio returns. 

Independent Variables 
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The architectural parameters of the memory-instance-based gated Transformer are defined as numerical values, 

such as the number of attention layers, the dimensions of external memory, and the learning rate, which are 

specified and initialized during model implementation in the software environment. 

Control Variables 

The risk-free rate represents the return of a riskless investment. In this study, data related to the risk-free rate 

were extracted from the official system of the Central Bank of the Islamic Republic of Iran and, when necessary for 

validation, averaged using statistics published by the Statistical Center of Iran. 

The analysis time horizon includes financial data related to the period 2016 to 2024, which are examined on a 

daily basis and, in some cases, on a weekly basis to reduce data noise. Portfolio constraints play a decisive role in 

preserving economic rationale and portfolio structural stability. 

The number and diversity of assets are determined with the aim of achieving a balance between portfolio return 

and risk. The selection of these equities is based on criteria such as high liquidity, sufficient trading history, relative 

price stability, and representation of different economic sectors. 

Stock Returns 

In this study, stock returns are calculated using adjusted closing prices from Tehran Stock Exchange data (2016–

2024) and employing either simple or logarithmic return methods to account for corporate actions and high volatility. 

Subsequently, portfolio returns are derived based on asset weights, net of transaction costs (approximately 1%), 

and performance indicators such as the Sharpe ratio and Value at Risk are computed using Python libraries 

(pandas, numpy). The steps and formulas for measuring stock returns are as follows. 

At this stage, the return of stock 𝑖on day 𝑡is calculated as the difference between the current day’s closing price 

and the previous day’s closing price divided by the previous day’s price. This formula indicates the percentage 

change in the stock price from one day to the next. A positive return indicates growth, while a negative return 

indicates a decline. 

(5) 

𝑅𝑡 =
𝑃𝑡 − 𝑃𝑡−1
𝑃𝑡−1

 

Logarithmic Return (in the Case of High Volatility): When price volatility is high or data deviate from normal 

distribution, logarithmic returns are used. Logarithmic returns provide greater statistical stability and allow for simpler 

aggregation of multi-period returns. 

(6) 

Average Stock Return over the Period: After calculating daily returns for each stock, the average return over 

the entire study period is computed. This value represents the mean return of the stock over the full time horizon 

(e.g., from 2016 to 2024). 

(7) 

Standard Deviation of Stock Returns (Idiosyncratic Risk): To assess volatility and individual stock risk, the 

standard deviation of returns is calculated. A larger value indicates higher risk and greater volatility. 

(8) 

Covariance between Two Stocks: Covariance indicates how two stocks move relative to each other. A positive 

value suggests that the stocks generally move in the same direction, whereas a negative value indicates opposite 

movements. This measure is essential for portfolio risk calculation. 
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(9) 

In the data preparation phase, historical closing price data of selected Tehran Stock Exchange companies, 

trading volumes, and macroeconomic variables (exchange rate, interest rate, and inflation) are first collected from 

reliable sources such as CODAL, the Tehran Stock Exchange, and the Central Bank for the period 2016 to 2024. 

Outliers are then identified and removed using the Isolation Forest algorithm, in which samples with anomaly scores 

close to one are considered outliers. Missing data are imputed using the KNN method, whereby missing values are 

replaced with weighted averages of the nearest neighbors to preserve time-series continuity. Finally, all variables 

are normalized using z-score standardization (mean zero and standard deviation one) to eliminate the effect of 

differing scales on model learning and to ensure more stable training. These steps ensure data quality, 

completeness, and consistency for implementing the hybrid Transformer and metaheuristic algorithms. 

(10) 

𝑧𝑖 = 𝑥𝑖 − 𝜇/𝜎 

where 𝑥𝑖 is the observed value, 𝜇is the mean, and 𝜎is the standard deviation of the data. 

Finally, key features are extracted for each asset to provide richer inputs for modeling. The simple return of each 

asset is calculated as follows: 

(11) 

𝑅𝑡 =
𝑃𝑡 − 𝑃𝑡−1
𝑃𝑡−1

 

where 𝑃𝑡is the price at time 𝑡. Cumulative return is obtained from the following relation: 

(12) 

𝐶𝑅𝑡 =∏ (1+𝑅𝑖) − 1
𝑡

𝑖=1
 

In addition, volatility is measured as the standard deviation of returns over a specific time window 𝑇: 

(13) 

𝜎𝑡 = √
1

𝑇 − 1
∑ (𝑅𝑖 − 𝑅̄)2

𝑇

𝑖=1
 

where 𝑅̄denotes the mean return. These extracted features—simple return, cumulative return, and volatility—

serve as essential inputs to the memory-instance-based Transformer (gated Transformer with memory instances) 

for accurate prediction. 

 

Figure 1. Stages of the Data Preparation and Preprocessing Phase 

Data Collection
Outlier 

Removal
Missing Data 
Imputation

Data 
Normalization

Feature 
Extraction
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In this phase, the architecture of the memory-instance-based gated Transformer is designed with multi-head 

attention layers and external memory to extract long-term dependencies in financial data. The model is trained on 

preprocessed data including prices, returns, and volatility, and convergence is achieved using hybrid optimization 

methods (accelerated optimization with adaptive learning rates). To prevent overfitting, early stopping and dropout 

techniques are applied to preserve the model’s generalization capability. Key parameters such as learning rate, 

feature dimensions, and memory size are also optimized to enhance forecasting accuracy. Ultimately, in addition 

to predicting future asset returns, the model generates deep feature vectors as market signals, which serve as 

inputs to the portfolio optimization phase. 

 

Figure 2. Stages of the Modeling and Return Forecasting Phase Using the Memory-Instance-Based 

Gated Transformer Model 

Findings and Results 

The input data consisted of time series of returns, volatility, and trading volume for the selected assets (20 to 30 

tickers) over the period 2016 to 2024. After data cleaning, trading-calendar synchronization, and missing-value 

completion, the dataset was subjected to descriptive statistical analysis. In the final output dataset (after removing 

prolonged trading halts and inconsistent records), an average of approximately 2,100 to 2,300 daily observations 

remained per ticker, and a complete returns matrix (without material time gaps) was constructed. At the descriptive 

level, the mean daily returns of the tickers were close to zero and mostly fluctuated between −0.0002 and +0.0008 

(equivalent to −0.02% to +0.08% per day). Meanwhile, the median return was typically smaller than the mean, 

indicating the influence of jump-like and asymmetric events in financial time series. The range of daily returns further 

showed that, for many tickers, the minimum and maximum single-day returns were approximately within −8% and 

+6%, respectively. From a volatility perspective, the standard deviation of daily returns (as a measure of 

idiosyncratic risk) differed meaningfully across tickers and fell within a relatively wide interval of 0.012 to 0.032 (i.e., 

1.2% to 3.2% per day), implying that single-asset risk in some industries was roughly 2.5 times that of lower-volatility 

industries. For an economic interpretation, if the daily standard deviation is 0.02, the annualized volatility 

(approximated by the square root of the number of trading days) is about 0.02×√252≈0.32, i.e., 32%, which is 

Design of the MIGT Model Architecture

Model Training with Preprocessed 
Data

Parameter Optimization

Overfitting Prevention

Output Generation and Extraction 
of Market Signal Vectors
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consistent with observed stock market behavior. With respect to trading volume, the distribution was clearly right-

skewed, such that, for most tickers, the mean daily volume was several times larger than the median. For example, 

in the final dataset, the median daily trading volume was observed in the range of 1.2 to 4.8 million shares, while 

the mean ranged from 3.5 to 12.0 million shares. This gap indicates that a small number of very high-volume (event-

driven) days pull the mean toward larger values. This feature later plays a direct role in the liquidity constraint and 

in preventing weight concentration in thinly traded tickers. 

An examination of Figure 3 indicated that the return distributions are not fully consistent with normality, and 

classic characteristics of financial series—namely skewness and excess kurtosis—are clearly present. At the ticker 

level, return skewness typically fell within approximately −1.1 to +0.7; tickers with negative skewness experienced 

sharper drawdowns than comparably sized upswings, which is precisely the condition that motivates downside-risk 

measures such as semivariance and loss-based measures such as Value at Risk. Moreover, kurtosis (total kurtosis) 

for many tickers was within the range of 3.8 to 8.6, implying heavy tails and a higher likelihood of extreme events 

relative to the normal distribution. The methodological implication of this finding is that relying solely on variance as 

a risk measure may underestimate the risk of large losses; therefore, incorporating measures such as Value at Risk 

and semivariance simultaneously within a multi-objective framework is consistent with the statistical reality of the 

data. The average pairwise correlation across the full sample was approximately 0.22, suggesting that 

diversification potential exists, but market co-movement is also non-negligible. Correlations ranged from about 

−0.15 (loosely aligned or partially hedging pairs) to about +0.70 (intra-industry pairs or pairs with similar 

fundamentals). In addition, correlation clusters were observed to be denser in certain industry groups, with average 

within-group correlations reaching approximately 0.45 to 0.55, while between-group correlations largely remained 

around 0.10 to 0.25. This structure is important for the optimization stage, because portfolio risk reduction is 

primarily achieved through combining assets with lower correlations. 

 

Figure 3. Asset Return Distribution Plot 

Figure 3 illustrates the empirical distribution of daily returns for the selected assets over the study period and 

provides an overall picture of the statistical behavior of returns. The high concentration of observations around zero 

indicates that, on most trading days, asset price changes were relatively limited and small positive or negative 
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returns occurred. However, the pronounced kurtosis of the distribution and the extension of tails on both sides of 

the horizontal axis indicate that extreme returns—although less frequent—are unavoidable in the capital market. 

In the return forecasting phase, the accuracy of the memory-instance-based gated Transformer model was 

evaluated on out-of-sample test data using two metrics: RMSE and MAE. These metrics were computed by 

comparing the predicted daily returns with the realized values in order to quantify the model’s deviation from market 

reality. The results showed an overall MAE of 0.0068 and an overall RMSE of 0.0099. The reasonable gap between 

RMSE and MAE indicates that, while prediction errors are at an acceptable level on most days, larger errors 

occurred in certain market episodes, particularly on days characterized by price shocks or high volatility. This pattern 

is consistent with the non-stationary nature of capital markets and suggests that the model has learned general 

market dynamics well but is more sensitive to extreme events. Asset-level results further indicated that MIGT 

performance is not uniform across tickers, and this heterogeneity provides important information for subsequent 

stages of the study. The ticker-level MAE ranged from 0.0049 to 0.0094, and RMSE ranged from 0.0071 to 0.0136. 

Tickers with higher liquidity, more stable trading volumes, and fewer trading interruptions generally fell near the 

lower bounds of these ranges, whereas more volatile assets or those that reacted strongly to macroeconomic news 

exhibited higher errors. These findings indicate that the MIGT model can deliver forecasts with satisfactory accuracy 

under normal market conditions, but its error increases when faced with severe volatility. In a direct comparison 

between predicted and realized returns, numerical and visual analyses indicate that the MIGT model tracks short- 

and medium-term return dynamics well, with an appropriate directional alignment between forecasts and observed 

outcomes across most intervals. The computed directional accuracy rate showed that the model correctly identified 

the direction of return changes on approximately 0.61 of trading days. This property is particularly valuable for 

portfolio management applications because, even when the exact magnitude of returns is estimated with error, 

correctly identifying direction can support more effective decisions in portfolio weight allocation. 

 

Figure 4. Plot Comparing Realized and Predicted Asset Returns 

Figure 4 presents the temporal behavior of realized asset returns and the values predicted by the memory-

instance-based gated Transformer model over the test period. The substantial overlap of the two curves across 

most time intervals indicates that the model was able to track dominant patterns and short-term return fluctuations 
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with acceptable accuracy. In particular, during periods of relative market stability, the distance between realized 

and predicted returns is limited, and the two time series move in the same direction. The attention and memory 

mechanisms in the MIGT model were able to extract meaningful historical information and incorporate it effectively 

into the forecasting process. In segments of the plot where market volatility intensifies, the divergence between the 

two curves increases and predictions exhibit larger errors. This pattern is especially evident at points where abrupt 

price shocks or rapid trend changes occur, reflecting an inherent limitation of forecasting models when confronted 

with unexpected market events. Nevertheless, even under such conditions, the model often preserves the overall 

direction of return movements and avoids severe systematic deviations. 

The model exhibits a “selective” and “market-regime-dependent” behavior in extracting temporal patterns. 

Specifically, during tranquil periods, temporal weighting is distributed more uniformly, whereas in high-volatility 

periods, weight concentration on key time points increases. To quantify this phenomenon, the “attention-weight 

concentration” index was computed as the share of the sum of the top 10% largest attention weights relative to the 

total weight mass. The mean value of this index over the full test period was 0.34, while it increased to 0.46 in 

turbulent subperiods. This increase indicates that, under shock conditions, the model identifies a small subset of 

past time points as dominant signals and increases the dependence of its decision-making on them. In addition, the 

“entropy of the attention-weight distribution” (as a dispersion measure) averaged 2.41 during tranquil periods and 

1.86 during turbulent periods. The reduction in entropy implies greater concentration on a few important time points, 

which is consistent with the nature of financial data (the presence of jumps and turning points). Examining the role 

of the attention mechanism from the perspective of “temporal-lag importance” also yielded clear results. By 

aggregating attention weights over different lag ranges, it was found that, on average, the model allocates 58.0% 

of attention weight to the short-term window of 1–10 days, 27.0% to the medium-term window of 11–30 days, and 

approximately 15.0% to the long-term window of 31–60 days. This pattern indicates that although short-term 

dynamics dominate, a meaningful contribution from longer horizons is preserved, and the model is not merely 

“reactive” to the most recent few days. The key point is that, during regime shifts (e.g., transitions from a tranquil to 

a turbulent regime), the attention share assigned to the 31–60 day window rises from 15.0% to about 22.0%. That 

is, to interpret the new market state, the model relies more on longer historical context—precisely the function 

expected from MIGT: linking current events to the market’s historical background. 

With respect to the role of memory instances in learning long-term dependencies, an analysis of memory outputs 

showed that memory effectively functions as a “repository of salient events” and becomes more active when the 

market exhibits abnormal behavior or structural change. The “memory activation rate” (the proportion of steps in 

which the memory-input gate intensity exceeds a specified threshold) averaged 0.29, but increased to 0.41 during 

turbulent periods. The “effective retrieval rate” (the proportion of instances in which the retrieved memory vector 

meaningfully contributed to output generation) was measured at approximately 0.33. These figures indicate that 

memory is not used continuously and uniformly, but rather “selectively” enters the decision process: when the model 

detects that historical context is necessary, it draws on memory; otherwise, it relies more on short-term pathways. 

This selective behavior prevents the accumulation of noise in memory and retains only more stable patterns. To 

demonstrate the real effect of instance-based memory on learning long-term dependencies, an ablation analysis 

was conducted in which the same architecture was evaluated with the instance-based memory disabled. In this 

case, forecasting errors increased, with MAE rising from 0.0068 to 0.0076 and RMSE increasing from 0.0099 to 

0.0112. Moreover, the performance drop was more pronounced at longer horizons: when the forecasting horizon 
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was expanded from one step to five steps, the RMSE increase in the memory-disabled version was approximately 

+0.0021, whereas in the full MIGT version it was about +0.0011. This difference indicates that instance-based 

memory plays a direct role in limiting accuracy degradation at more distant horizons. Taken together, these findings 

suggest that the attention mechanism is responsible for “selecting key points in the past,” while instance-based 

memory ensures the “persistence and continuity of the influence of salient events.” The combination of these two 

components enables MIGT to leverage both short-term patterns and long-term market dependencies 

simultaneously in return forecasting. 

 

Figure 5. Distribution of Attention Weights Across Different Time Horizons 

This figure (Figure 5) displays the distribution of the mean attention weights of the memory-instance-based gated 

Transformer model across three horizons—short-term, medium-term, and long-term—and reflects how temporal 

importance is allocated in the return forecasting process. The largest share of attention weight, approximately 58%, 

is assigned to the short-term horizon, indicating that the model is primarily sensitive to recent market changes and 

treats information close to the prediction time as the main driver of decision-making. This behavior is consistent 

with the nature of financial markets, where rapid responses to new information are critical, and it demonstrates the 

model’s ability to extract short-term patterns and current market fluctuations. Nonetheless, the substantial weight 

assigned to the medium-term horizon (about 27%) indicates that the model does not rely solely on the most recent 

observations; rather, it uses more stable patterns from the preceding weeks to adjust its forecasts. The allocation 

of approximately 15% of attention weights to the long-term horizon directly reflects the role of instance-based 

memory in the MIGT structure. The presence of this meaningful share indicates that the model can incorporate 

more distant historical information—such as trends formed in prior months or the lingering effects of previous major 

market events—into the forecasting process. This capability is particularly important under regime-change 

conditions, because relying exclusively on short-term data can lead to unstable and overly reactive decisions. 

Therefore, the attention-weight distribution suggests that MIGT, by balancing multiple time horizons, maintains the 

flexibility needed to respond to rapid market developments while also leveraging instance-based memory to ensure 

stability and coherence of forecasts over longer horizons. 

The evaluation was performed on out-of-sample test data using RMSE and MAE, in order to capture both 

average error magnitude and model sensitivity to large errors. The comparative results showed that MIGT achieved 



 Haji Ebrahim Tehrani et al. 

12 
the lowest error values on both metrics: MAE = 0.0068 and RMSE = 0.0099. By contrast, the Long Short-Term 

Memory (LSTM) model yielded MAE = 0.0081 and RMSE = 0.0118, the Gated Recurrent Unit (GRU) model 

produced MAE = 0.0077 and RMSE = 0.0113, and the classic Transformer achieved MAE = 0.0072 and RMSE = 

0.0106. Based on these results, MIGT improved upon the best competing model in terms of MAE (the classic 

Transformer) by 0.0004 and in terms of RMSE by 0.0007, which constitutes a meaningful reduction given the scale 

of daily returns. For a more precise interpretation, percentage improvements were also computed to enhance 

comparability. Relative to LSTM, the reduction in MAE from 0.0081 to 0.0068 corresponds to approximately a 

16.05% improvement, and the reduction in RMSE from 0.0118 to 0.0099 corresponds to about a 16.10% 

improvement. Relative to GRU, the MAE reduction from 0.0077 to 0.0068 corresponds to 11.69%, and the RMSE 

reduction from 0.0113 to 0.0099 corresponds to 12.39%. Relative to the classic Transformer, the MAE reduction 

from 0.0072 to 0.0068 is estimated at 5.56%, and the RMSE reduction from 0.0106 to 0.0099 is estimated at 6.60%. 

A key methodological point is that the performance gap between MIGT and recurrent models (LSTM and GRU) is 

larger than the gap between MIGT and the classic Transformer. This pattern suggests that a major portion of MIGT’s 

advantage derives from attention-based modeling of temporal dependencies, while instance-based memory and 

the gating mechanism provide an additional incremental improvement in accuracy. 

Model behavior under severe volatility can also be inferred by comparing the RMSE–MAE gap. For MIGT, the 

ratio RMSE/MAE = 1.46, whereas the same ratio is 1.46 for LSTM, 1.47 for GRU, and 1.47 for the classic 

Transformer. The similarity of these ratios indicates that all models are affected by price jumps; however, the 

absolute error level of MIGT remains lower under these conditions. In other words, the proposed model not only 

reduces average error, but also partially controls the magnitude of large errors. This outcome is aligned with the 

analytical findings regarding attention and instance-based memory: attention highlights key time points, while 

instance-based memory stabilizes the influence of important past events in forecasts and prevents unstable 

reactions to noise. From an applied portfolio management perspective, even small reductions in forecast error—on 

the order of a few thousandths—can have a substantial effect on multi-objective optimization in the allocation stage, 

because the optimization algorithm makes decisions based on predicted-return signals, and any reduction in error 

reduces bias in expected-return estimates and improves weighting decisions. 

 

Figure 6. Comparison of Forecasting Errors Across Different Models 
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Figure 6 presents the performance of four forecasting models—MIGT, LSTM, GRU, and the classic 

Transformer—using the MAE and RMSE error metrics. As shown in the figure, MIGT achieves the lowest error 

values on both metrics, such that the total height of its corresponding bar is meaningfully lower than those of the 

other models. This indicates that MIGT not only has a lower average forecasting error, but also demonstrates more 

stable performance when confronted with large errors. In contrast, LSTM records the highest error values, followed 

by GRU and the classic Transformer. The simultaneous reduction of MAE and RMSE in MIGT suggests that, beyond 

improving average accuracy, the model more effectively controls the effects of severe volatility and extreme 

values—an essential feature for financial data characterized by heavy-tailed distributions and sudden shocks. 

After data cleaning and preprocessing, the input data became statistically reliable for modeling, and the behavior 

of the time series was meaningfully linked to the quality of the final results. In the descriptive statistics stage, the 

mean daily returns of the selected assets were close to zero, and the dispersion of returns indicated that the market 

exhibits considerable volatility. The presence of pronounced skewness and kurtosis in a large portion of the assets 

showed that return distributions deviate from normality, which justifies the necessity of employing robust and multi-

criteria risk measures. In addition, the initial correlation analysis revealed that some assets exhibit high co-

movement; if diversification constraints and maximum weight limits are not imposed, there would be a risk of 

unintended concentration and increased idiosyncratic risk. These findings provided the scientific basis for defining 

weight and liquidity constraints, as well as for selecting downside and tail-risk measures in subsequent stages. In 

the experimental settings section, the results showed that the choice of operational parameters plays a direct role 

in the stability and reproducibility of outcomes. Implementing the forecasting and optimization models in the Python 

environment and running repeated experiments moved the evaluation beyond a single-run setting and increased 

the reliability of the results. Sequentially defining training, validation, and test windows prevented information 

leakage and ensured consistency with time-series logic. Moreover, aligning trading dates and managing missing 

data enabled the construction of a return matrix with minimal series breaks, leading to more stable estimation of 

risk measures (particularly the covariance matrix and tail-risk metrics). Finally, incorporating transaction costs of 

approximately 0.01 in return calculations ensured that the results were operationally realistic and that optimization 

was not conducted solely on gross returns. 

The findings from the return forecasting phase showed that the memory-instance-based gated Transformer 

model achieved high accuracy in estimating asset returns and exhibited controlled sensitivity to market noise and 

instability. In the out-of-sample test period, the mean absolute error was 0.0068 and the root mean squared error 

was 0.0099, indicating satisfactory accuracy at the scale of daily returns. An important point was that the gap 

between MAE and RMSE suggested that large errors in the model output were constrained; thus, the model not 

only reduced average error but also partially mitigated the magnitude of extreme errors. This issue is particularly 

important for the optimization phase, because the optimization algorithm makes decisions based on predicted 

returns, and reducing large errors prevents the transmission of misleading signals to the weight-allocation stage. 

Comparison of the forecasting model with benchmark models showed that the superiority of the proposed model in 

error metrics was both significant and consistent. Relative to the Long Short-Term Memory model, MAE decreased 

from 0.0081 to 0.0068 and RMSE decreased from 0.0118 to 0.0099, representing an approximate 16% 

improvement. Compared with the Gated Recurrent Unit model, error reductions of about 12% were observed, and 

relative to the classic Transformer, although the gap was smaller, the error reduction remained observable and 

meaningful. This pattern indicated that the advantage of the proposed model operates on two levels: first, the use 
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of the attention mechanism to learn temporal dependencies, and second, the addition of instance-based memory 

and gating to preserve key information and reduce the impact of noise. 

An analysis of the model’s performance in extracting temporal patterns showed that the attention mechanism 

and instance-based memory functioned in a complementary manner, each contributing differently to error reduction. 

The findings indicated that when the model concentrates more strongly on key temporal points, it is better able to 

incorporate the effects of important events into future forecasts, thereby reducing errors arising from regime 

changes. On the other hand, instance-based memory enabled the storage of historical event information with 

persistent effects, allowing the model to retain long-term dependencies when encountering similar periods. This 

feature is particularly important in markets characterized by recurrent shocks, because relying solely on short-term 

relationships can lead to unstable forecasts. 

Discussion and Conclusion 

The findings of this study demonstrate that the proposed Memory-Instance-based Gated Transformer (MIGT) 

framework delivers a statistically and economically meaningful improvement in asset return forecasting and portfolio 

management performance. The empirical results showed lower MAE and RMSE values for MIGT relative to 

benchmark models, along with improved directional accuracy and greater stability under volatile market conditions. 

These outcomes indicate that integrating gated attention mechanisms with instance-based memory enables the 

model to better capture the nonlinear, regime-dependent dynamics that characterize financial markets. This finding 

is consistent with prior evidence suggesting that traditional linear and purely recurrent models struggle to adapt to 

abrupt structural changes and heavy-tailed return distributions (1, 7). By contrast, attention-based architectures 

allow the model to focus selectively on informative historical segments, thereby improving robustness in the 

presence of noise and extreme observations. 

From a theoretical perspective, the superior performance of MIGT can be explained by its alignment with both 

behavioral finance insights and modern machine-learning theory. Behavioral studies emphasize that markets are 

driven not only by fundamentals but also by sentiment, overreaction, and herding, which often manifest as clustered 

volatility and asymmetric return responses (2, 3). The attention mechanism in MIGT appears to operationalize this 

insight by dynamically reallocating importance across time, intensifying focus on key periods during turbulent 

regimes. This behavior mirrors empirical observations in emerging markets, including the Iranian capital market, 

where investor sentiment and macroeconomic shocks generate persistent effects rather than isolated price 

movements (4, 14). The instance-based memory component further reinforces this process by retaining salient 

historical patterns and reactivating them when similar conditions arise, thus preventing the loss of long-term 

dependencies. 

The comparative analysis with benchmark models highlights an important methodological contribution of this 

study. While recurrent models such as LSTM and GRU are capable of modeling sequential dependencies, their 

reliance on fixed memory structures limits their ability to discriminate between noise and structurally important 

information, particularly over long horizons. The observed performance gap between MIGT and recurrent 

architectures supports earlier findings that attention-based models are better suited for financial time series 

characterized by non-stationarity and regime switching (10, 11). Moreover, although the classic Transformer also 

benefits from self-attention, the additional gains achieved by MIGT suggest that gating and memory augmentation 

play a critical role in stabilizing learning and reducing sensitivity to extreme events. This incremental improvement 
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aligns with recent studies emphasizing the value of hybrid and robust learning architectures in financial forecasting 

tasks (5, 6). 

The results also have important implications for portfolio optimization. Forecast accuracy alone is not sufficient; 

the stability and reliability of predictive signals directly affect downstream allocation decisions. The reduction in 

extreme forecasting errors observed for MIGT is particularly relevant in multi-objective optimization settings, where 

misestimated expected returns can lead to excessive concentration and heightened idiosyncratic risk. The findings 

of this study support the argument that improved predictive robustness enhances the effectiveness of portfolio 

constraints related to diversification, liquidity, and risk control (15, 16). In this sense, MIGT contributes not only to 

predictive performance but also to the economic feasibility and resilience of optimized portfolios. 

Another notable aspect of the findings concerns interpretability. Although deep learning models are often 

criticized for their opacity, the attention structure within MIGT provides partial transparency by revealing which 

temporal segments exert the greatest influence on predictions. This characteristic addresses growing concerns 

about explainability in algorithmic finance and aligns with calls for more interpretable AI systems in regulated 

financial environments (12, 17). The observed regime-dependent redistribution of attention weights suggests that 

the model’s decisions are not arbitrary but reflect economically meaningful shifts in market structure, such as 

transitions from calm to turbulent conditions. 

Taken together, the empirical evidence indicates that MIGT offers a coherent and effective framework for portfolio 

management in complex financial environments. By combining attention-based learning, gated information flow, 

and instance-based memory, the model successfully integrates short-term responsiveness with long-term 

contextual awareness. This dual capability is particularly valuable in emerging and volatile markets, where historical 

shocks often reoccur and behavioral effects amplify market dynamics. The consistency of these findings with prior 

research on machine learning-based portfolio management reinforces the validity of the proposed approach and 

highlights its contribution to the evolving literature on intelligent financial decision-making (8, 9, 13). 

Despite these contributions, several limitations of the present study should be acknowledged. The empirical 

analysis was conducted within a specific market context, which may limit the generalizability of the results to other 

financial systems with different regulatory structures, liquidity conditions, or investor compositions. In addition, 

although transaction costs were incorporated, other real-world frictions such as market impact, short-selling 

constraints, and tax considerations were not explicitly modeled. Finally, while attention weights provide partial 

interpretability, the internal representations of the memory module remain complex and warrant deeper analytical 

exploration. 

Future research can extend this work in several directions. First, applying the MIGT framework to multiple 

international markets and cross-asset portfolios would provide a more comprehensive assessment of its 

generalizability. Second, integrating macroeconomic indicators, alternative data sources, and sentiment measures 

could further enhance the model’s ability to anticipate regime shifts. Third, combining MIGT with advanced 

optimization techniques, such as risk-parity or sustainability-oriented objectives, may yield richer portfolio 

management insights under diverse investment mandates. 

From a practical perspective, the findings of this study suggest that portfolio managers and financial institutions 

can benefit from adopting hybrid, attention-based learning systems that balance responsiveness and stability. 

Implementing such models within decision-support systems may improve return estimation, reduce exposure to 

extreme forecasting errors, and enhance the robustness of asset allocation strategies. Moreover, the selective and 
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interpretable nature of attention mechanisms can support more transparent communication with stakeholders and 

regulators, thereby facilitating the responsible deployment of artificial intelligence in portfolio management practice. 
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